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Abstract. Explainable AI (XAI) has been investigated for decades and,
together with AI itself, has witnessed unprecedented growth in recent
years. Among various approaches to XAI, argumentative models have
been advocated in both the AI and social science literature, as their
dialectical nature appears to match some basic desirable features of the
explanation activity. In this survey we overview XAI approaches built us-
ing methods from the field of computational argumentation, leveraging its
wide array of reasoning abstractions and explanation delivery methods.
We overview the literature focusing on different types of explanation (in-
trinsic and post-hoc), different models with which argumentation-based
explanations are deployed, different forms of delivery, and different ar-
gumentation frameworks they use. We also lay out a roadmap for future
work. The full paper [14] can be found at ijcai.org/proceedings/2021/600.
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1 Introduction

Explainable AI (XAI) has attracted a great amount of attention in recent years,
due mostly to its role in bridging applications of AI and humans who develop
or use them. Approaches to support XAI have been proposed (see e.g. some
recent overviews [1,20]) and the crucial role of XAI in human-machine settings
has been emphasised [27]. Whereas some recent efforts are focused on explaining
machine learning models [1], XAI has also been a recurrent concern in other AI
settings, e.g. expert systems [32], answer set programming [18] and planning [9].
Amongst several approaches, argumentative explanations are advocated in the
social sciences [3], focusing on the human perspective, and argumentation’s po-
tential advantages for XAI have been pointed out [25,7,30]. In [14] we provide a
comprehensive survey of literature in XAI viewing explanations as argumenta-
tive (independently of the underlying methods to be explained). In this extended
abstract we summarise the most salient points of this survey.

https://www.ijcai.org/proceedings/2021/600
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Many methods for generating explanations in XAI can be seen as argumen-
tative. Indeed, attribution methods, including model-agnostic [23] and model-
specific [29] approaches, link inputs to outputs via (weighted) positive and neg-
ative relations, and contrastive explanations identify reasons pro and con out-
puts [9,24]. In [14] we focus instead on overtly argumentative approaches, with
an emphasis on the several existing XAI solutions using forms of computational
argumentation (see [4] for a recent overview of this field and [14] for background).

The application of computational argumentation to XAI is supported by its
strong theoretical and algorithmic foundations, and its flexibility particularly in
the wide variety of argumentation frameworks (AFs) on offer. These AFs give
ways to specify arguments and dialectical relations between them, as well as se-
mantics to evaluate the dialectical acceptability or strength of arguments, while
differing (sometimes substantially) in how they define these components. When
AFs are used to obtain explanations, (weighted) arguments and dialectical rela-
tions may suitably represent anything from input data, e.g. categorical data or
pixels in an image, to knowledge, e.g. rules, to components of the method being
explained, e.g. filters in convolutional neural networks, to problem formalisations,
e.g. planning, scheduling or decision making models, to outputs, e.g. classifica-
tions, recommendations, or logical inference. This flexibility and wide-ranging
applicability has led to a multitude of methods for AF-based explanations, pro-
viding the motivation and need for the survey in [14]. Our contributions are:
– we overview the literature on AF-based explanations, cataloguing representa-

tive approaches according to what they explain and how (outlined in §2);
– we overview the prevalent forms which AF-based explanations take after being

drawn from AFs (omitted here due to a lack of space);
– we lay out a roadmap for future work, covering: the need for properties of

AF-based explanations, computational aspects, and further applications and
other potential developments of AF-based explanations (summarised in §3).
We ignore argumentative explanations based on informal notions or models

lacking aspects of AFs (notably, semantics) and application domains of argu-
mentative XAI, covered in a recent, orthogonal survey [34].

2 Types of Argumentative Explanations

We review the literature for models explained using argumentative explanations
built from AFs, referred to as AF-based explanations. We divide them into:
– intrinsic, i.e. defined for models that natively use argumentative techniques,

an example of which is given in Figure 1;
– post-hoc, i.e. obtained from non-argumentative models; we further divide these

explanations into those providing a complete or an approximate representation
of the explained model, exemplified respectively in Figures 2 and 3.
Briefly, an intrinsic AF-based explanation provides details and reasons be-

hind the working of an AI system that uses argumentation for reasoning. One
advantage here are the well-known reasoning mechanisms of argumentation, but
arguably not all AI tasks can be immediately addressed using argumentation. In
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Fig. 1. Intrinsic AF-based explanation for the recommender system of [8] explaining
why the movie Hulk was not recommended to the user Ana. The undefeated argument
against this recommendation (left) attacks (labelled −) the argument for the recom-
mendation (right), which is thus defeated. DeLP structured arguments are constructed
of statements linked by defeasible rules (indicated by )).

Fig. 2. Complete post-hoc AF-based explanations for makespan scheduling [13]. i. An
inefficient schedule with jobs J1, J2 assigned to machine M1 and J3 to M2 corresponds
1-1 with ii. the non-conflict-free extension (in grey) in the corresponding abstract ar-
gumentation framework where argument ai,j represents assignment of Jj to Mi and
attacks capture scheduling constraints. The (dashed) attack underlies an explanation
as to why the schedule is inefficient: J2 and J3 can be swapped between M2 and M1.

Fig. 3. Approximate post-hoc AF-based explanations for Bayesian networks [33]. i.
Bayesian network with conditional dependencies (conditional probabilities ignored). ii.
Extracted support argumentation framework, where the support relation is directly
derived from each variable’s Markov blanket.

lieu, a complete post-hoc AF-based explanation explains a model captured one-
to-one argumentatively. This allows explanations to make use of the well-studied
properties of AFs, also requiring the AFs to fully capture properties of the ex-
plained model. This requirement is relaxed in favour of providing an accessible



4 K. Čyras et al.

conceptual representation when an approximate post-hoc AF-based explanation
is instead used to explain a model captured only partially using argumentation.

This three-fold distinction among types of AF-based explanation is not crisp,
and some of the approaches we survey may be deemed to be hybrids. We use the
term ‘model’ in a very general sense, in the spirit of [19], to stand for a variety
of systems, here amounting to these categories: recommender systems, classifiers
and probabilistic methods, decision-making and knowledge-based systems, plan-
ners and schedulers, as well as tools for logic programming. Note also that our
focus is on explaining models other than the argumentation process itself.

3 A Roadmap for Argumentative XAI

We identify some gaps in the state-of-the-art on argumentation-based XAI and
discuss opportunities for further research, focusing on three avenues: studying
theoretical properties and computational aspects of AF-based explanations, as
well as broadening both applications and the scope of AF-based explanations.

Properties. AFs have been well studied regarding their properties, e.g. [16,5],
but AF-based explanations less so. Notable exceptions include forms of fidelity,
amounting to sound and complete mappings from systems being explained and
the generated AF-based explanations [13,17], and properties of extension-based
explanation semantics [22]. Other desirable properties from the broader XAI
landscape [31] have been mostly neglected, though some user-acceptance aspects
such as cognitive tractability [13] as well as transparency and trust [26] have been
considered for AF-based explanations. For some properties, experiments with
human users may be needed, as in much of the XAI literature [1], and creativity
in the actual format of AF-based explanations shown to humans required.

Computational aspects. To effectively support XAI solutions, AF-based expla-
nations need to be efficiently computable. This necessitates research on com-
putational complexity and effective implementations. In the case of intrinsic
AF-based explanations, this entails both good understanding of the complexity
of, and building systems for, the relevant reasoning tasks: e.g. [12,10] rely upon
the tractable membership reasoning task for the grounded extension for AA. In
the case of post-hoc (complete or approximate) AF-based explanations, a further
hurdle is the extraction of AFs from the models in need of explanation, prior
to the extraction of the AF-based explanations themselves: the (complete) ap-
proach of [13] exemplifies a tractable such extraction. This line of research can
benefit from various translation approaches developed in different areas of KR.

For all types of AF-based explanations, further consideration must be given to
representational aspects of both reasoning and learning, and consequently to the
extraction task of explanations of various formats from AFs. For illustration, the
AF-based explanations for the approaches of [12,10] rely upon DTs that can be
extracted efficiently from AFs, given the grounded extension. Further, [28] give
complexity results for extracting certain sets of arguments as explanations in AA.
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In general, however, computational issues in AF-based explanations require a
more systematic investigation in terms of underpinning representation, reasoning
tasks and their interplay with explanation, as well as explanation extraction.

Extending applications and the scope of AF-based explanations. While already
having a variety of instantiations and covering a wide range of application con-
texts, AF-based explanations have a wide potential of further development.

Concerning applications, arguably the strongest demand for XAI solutions
is currently driven by applications of machine learning (ML). In this context,
it is interesting to note that in a loose sense some forms of ML have dialecti-
cal roots: supervised ML uses positive and negative examples of concepts to be
learnt, and reinforcement learning uses positive and negative rewards. Further,
several of the existing XAI solutions for ML, albeit not explicitly argumentative
in the sense of this survey, are argumentative in spirit, as discussed in more
detail in [14] (e.g. SHAP [23] can be seen as identifying reasons for and against
outputs). However, AF-based explanations have been only sparingly deployed in
ML-driven (classification and probabilistic) settings. Specifically, the analysis of
dialectics is a crucial, yet often ignored, underpinning of XAI for ML. We en-
visage a fruitful interplay, where the explanation needs of ML, while benefiting
from the potential of argumentation techniques, also stimulate further research
in computational argumentation. Likewise for explainability in machine reason-
ing [11] areas such as planning, constraint and logic programming, which have
already benefited from argumentative reasoning.

As a first step, it would be interesting to see whether existing approaches
on logic-based explanations, either model-agnostic [21,15] or model-specific [29],
could be understood as AF-based explanations, potentially relying upon ex-
isting logic-based AFs such as [6], or ADFs/AFs with structured arguments.
Connections with the widely used counterfactual explanations (CFs) (e.g. see
[31]) represent another stimulating investigation topic. CFs identify, as explana-
tions for models’ outputs, hypothetical changes in the inputs that would change
these outputs. They thus show some dialectical flavour and call for the study of
forms of AF-based explanations able to provide CF functionalities. For instance,
relation-based CFs [2] may be interpreted as AF-based explanations for suitable
AFs (with different types of support to match the underpinning relations). Given
that CFs are based on ‘changes’, the corresponding form of AF-based explana-
tions (discussed in detail in [14]) could also support this kind of development.

4 Conclusion

Argumentative XAI is an active research area, focusing on explanations built us-
ing computational argumentation. We have set out a roadmap for future develop-
ments of AF-based explanations and their use, which we hope will be beneficial
to the KR research community at large.

Acknowledgements. This research was funded in part by the Royal Academy of
Engineering, UK, and by J.P. Morgan.
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8 K. Čyras et al.

Southampton, United Kingdom, December 15-18, 2018. pp. 277–285 (2018).
https://doi.org/10.1145/3284432.3284470

31. Sokol, K., Flach, P.A.: Explainability fact sheets: a framework for systematic as-
sessment of explainable approaches. In: FAT* ’20: Conference on Fairness, Ac-
countability, and Transparency, Barcelona, Spain, January 27-30, 2020. pp. 56–67
(2020). https://doi.org/10.1145/3351095.3372870

32. Swartout, W.R., Paris, C., Moore, J.D.: Explanations in Knowledge Systems:
Design for Explainable Expert Systems. IEEE Expert 6(3), 58–64 (jun 1991).
https://doi.org/10.1109/64.87686

33. Timmer, S.T., Meyer, J.C., Prakken, H., Renooij, S., Verheij, B.: A two-phase
method for extracting explanatory arguments from bayesian networks. Int. J. Ap-
prox. Reason. 80, 475–494 (2017). https://doi.org/10.1016/j.ijar.2016.09.002

34. Vassiliades, A., Bassiliades, N., Patkos, T.: Argumentation and Explainable Arti-
ficial Intelligence: A Survey. Knowledge Eng. Rev. 36(2) (2021)

https://doi.org/10.1145/3284432.3284470
https://doi.org/10.1145/3351095.3372870
https://doi.org/10.1109/64.87686
https://doi.org/10.1016/j.ijar.2016.09.002

	Argumentative XAI: A Survey (Extended Abstract)

